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ABSTRACT
A substantial portion of the global telecommunication is based
on the Internet Protocol (IP), where IP packets are routed from a
source host to a destination host via a communication network.
While there is some loose connection between IP addresses and
geospatial locations, associating packets to geographic coordinates
merely according to IP addresses is hard, and o�en infeasible in real-
time, given the rapidity and prodigious volume of packet tra�c via
routers and switches. �is obstructs using geospatial information
about the origin, destination, or route of IP packets or �ows.

In this paper we introduce a vision of adding geotags to IP pack-
ets, to enhance the capabilities of communication networks and of
location-based services. We explain how the augmentation can be
done �exibly and e�ectively using two new networking technolo-
gies: (1) so�ware de�ned networking (SDN)—a new architecture that
facilitates the ability to control network �ows, and (2) network func-
tion virtualization (NFV) which allows deploying virtual network
services, and chaining such services to one another. We describe
new applications that can be built using the enrichment of packets
with spatial or temporal properties, including applications related
to network security, geofencing and operations support systems.
We discuss challenges and research directions in this domain.
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1 INTRODUCTION
�e Internet is one of the foundations of the Information Age and
the Digital Revolution. It connects billions of computers and de-
vices, and facilitates the exchange of data between machines—both
stationary and mobile. With the advent of the Internet of �ings
(IoT), the role of the Internet in connecting devices to one another
is expected to grow dramatically.

�e Internet Protocol (IP) is the underlying protocol for identify-
ing hosts on the Internet. Every host on the internet has a unique
IP address. �e addresses are used to route IP packets from a source
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host to a destination host, via various intermediate nodes (routers,
switches, middleboxes, etc.) Each packet is associated with a source
IP and a destination IP. However, the association of an IP address to
a geographic location is loose. Switches and routers, which route
packets to their destination, are oblivious of the geographic source
location or destination location of the packet. �e spatio-temporal
information, however, can be useful in various applications. Some
of these applications will be described in this paper.

�e IP addresses in the packets are used e�ectively for routing
packets to their destination. But extracting the source or destination
geographic location of a packet in real time is unpractical, due to
the rapid �ow of packets via the nodes of the network. �ere
is no simple function that translates IP addresses to geospatial
locations, so the translation is based on table lookups, and is not
immediate. Furthermore, source IP addresses can easily be spoofed
and manipulated, so, o�en applications are unable to rely on them.

To cope with this, we present a novel approach of geotagging IP
packets. �e main idea is to add to IP packets a geotag that contains
the location and the time. A packet may be tagged just at the
location where it is originated, or may accumulate tags as it visits
nodes on the route to the destination. �e geotags could then be
used by various applications, e.g., to improve network management,
strengthen network security or support location-based services.

Adding geotags to IP packets is not a simple task. �e headers
of packets are rigidly structured and leave no space for extra infor-
mation. �e payload (body) of the packet may not have enough
space either. Furthermore, there is a need to control the addition of
geotags so that geotags will be added only when necessary, without
impeding tra�c �ow unnecessarily. To provide such a �exibility,
we suggest to use two new network paradigms: SDN and NFV.�ey
provide �exibility and enhanced control over packet routing.

In this paper, we describe the vision of using SDN and NFV to
geotag IP packets. Section 2 provides some background on SDN
and NFV. Section 3 illustrates how to add geotags to IP packets. We
describe potential applications of the approach in Section 4. Finally,
in Section 5, we conclude.

2 BACKGROUND
So�ware de�ned networking (SDN) is a new networking paradigm
that decouples the control plane from the data plane in communi-
cation networks [5, 6]. In SDN, a controller that directs the entire
�ow in the network has access to the routers and switches of the
network. �e controller can change the network �ow by modify-
ing routing instructions in the routing tables of the routers and
switches, e.g., using the OpenFlow communication interface [8],
or some other interface that is de�ned using the P4 language [1].
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Figure 1: Geotagging an IP packet.

It can add di�erent types of action instructions to the routing ta-
bles. When an arriving packet matches an action rule, the action
is performed on it. �is includes actions such as forwarding the
packet to some node, sending a copy of the packet to the controller,
increasing a counter or dropping the packet. �e controller can also
add an action that changes a packet header, which allows adding
information to the packet. �e controller can instruct routers and
switches to add spatio-temporal information to packets. �is could
facilitate the implementation of services that rely on the location
of the user and the time of the action, e.g., location-based services.

In non-SDN networks, protocols are hardcoded in the hardware,
and networking rules are computed in a decentralized fashion.
�us, changes in networking protocols are cumbersome, expensive,
di�cult to implement and hard to deploy. SDN adds �exibility
to the network. It supports rapid changes in protocols, without
incurring a large cost. Our suggestion is to utilize SDN for associ-
ating network �ows with spatial and temporal information. �is
has the potential of introducing a new set of capabilities, and will
allow implementing location-aware SDN, where spatio-temporal
information is combined with packet routing.

�e temporal and spatial applications could be virtual network
functions (VNFs), by using network function virtualization [3].
VNF provides a virtualization of tasks that otherwise are carried
out on dedicated propriety hardware. VNFs allow executing them as
services on commodity hardware. Such functions could be chained
to other VNFs, such as intrusion detection functions, load balancer,
�rewall, etc. �e chaining will lead to a be�er intrusion detection,
a more e�ective load balancing, and so on. Furthermore, it may
be desirable to add spatial and temporal information to �ows that
go via a VNF, e.g., for troubleshooting, since virtualization may
decouple the VNF from the physical infrastructure on which the
virtual machines are deployed.

3 GEOTAGGING
Spatio-temporal tagging of IP packets is the process of adding at a
network node (e.g., a switch, router or middlebox) a tag specifying
the geographic location of the node and the time of the addition,
similarly to geotagging of social-media or multimedia content [7].
When the packet travels via the node, the geotag is added to the
packet. Nodes that later inspect the packet can know where it was,
geographically, and at what time. Since there are applications in
which the authenticity of the tag is a concern, the node should also
add a certi�cate a�esting to the genuineness of the network node
that added the tag. �e geotag may be removed before reaching
the destination node, see Fig. 1, or at the destination node.

Spatio-temporal geotagging requires allocating space in the
packet for the added data. In IPv4 and IPv6, packet headers have

Figure 2: Encapsulating an IP packet.

a pre-de�ned strict structure, so the data cannot be added to the
packet header. Instead, we can use packet encapsulation to wrap
the existing packet and concatenate to it the added data (geotag
and authentication information). Future IP protocols may consider
the need to allocate space for metadata, so, in the future the geotag
may be added to the header, in the space allocated for metadata.
One may need to add geotags at di�erent nodes along the packet
route, i.e., several geotags may be added to a packet.

�e encapsulation and the unwrapping can be executed by dif-
ferent nodes via which the packet travels, based on instructions of
the SDN controller. In the encapsulation, the packet and the geotag
are concatenated, to create a new payload. A new header is created,
taking the destination of the original packet into account. Note
that by using encapsulation and creating a new header, the exist-
ing packet remains untouched, and it is being transported without
being modi�ed at all at any time. �at is, the geotagging is part of
the Network Layer (layer 3 of the OSI model) and does not a�ect
the Transport Layer (layer 4 of the OSI model).

To distinguish between the payload and the geotag, the payload
of the new (encapsulating) packet may be as follows. �e �rst
two bytes indicate the length of the original packet. �en, there is
the entire original packet. A�er that comes the geotag, or several
geotags. Note that when a node adds a geotag to an already encap-
sulated packet, the size of the payload in the packet header must
be changed accordingly. MPLS (Multi-Protocol Label Switching),
or VLAN tagging can be used to mark encapsulated packets, to
distinguish them from non-encapsulated packets [9].

When a packet is too big for encapsulation, it is partitioned. �e
�rst part of the packet is inserted into the �rst encapsulating packet,
and the second part is inserted into the second encapsulating packet,
both parts contain the relevant geotags. See Fig. 2.

�ere are di�erent ways to represent the location and the time
in a geotag. �ese representations may be distinguished by the pre-
cision of the time and the location. For instance, we may represent
locations at a granularity of several square kilometers rather than
at the granularity of meters, to reduce the amount of bits needed
for representing the location information. Typically, a location is
represented as a pair of latitude and longitude coordinates. How-
ever, many switches are expected to have the same location (e.g., if
they are located at the same data center). So, it is possible to use
hash codes for e�cient representation of the locations. When using
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hashing, the hash code of the location will be stored in the packet,
instead of the coordinates. �e translation from a hash code to a
location or from a location to a hash code can be carried out as a
VNF, and can be deployed on a virtual machine. Hence, there is no
need to add physical machines to implement the geotagging.

For authentication, the network nodes could sign the geotag.
When a geotag д is added to a packet p, there is a need to as-
sociate them to each other. �is can be done as follows. First,
a cryptographic hash h (e.g., SHA256) is applied to a concatena-
tion of the packet and the geotag, yielding h(p |д). �is can be
signed by the node with the private key, e.g., using RSA, yielding
sign(h(p |д),Kprivate), whereKprivate is the private key. Note that the
private key may be shared by all the nodes (but will be unknown to
any user). �e cryptosystemmay also be such that each node would
have its own pair of private and public keys. In such a case, the
geotag should include the identi�er of the node, so that a veri�er
of the authenticity of the tag would know which public key to use.

4 APPLICATIONS
We describe now potential applications that could use geotagging
of IP packets.

4.1 Location Veri�cation
With the advent of smartphones, location-based services (LBSs)
have become ubiquitous. In some LBSs, the location of the user is
needed for improving the service (e.g., users from di�erent countries
may see the information in di�erent languages). In other cases, the
service relies on knowing the location of the user (e.g., a search of
type “�nd the nearest …”, or a system that only provides service to
users that are located in a speci�c area). In some LBSs, users may
have an incentive to report a fake location, e.g., in Foursquare users
can check-in at a place and can gain a “mayorship”1 status, which
may provide bene�ts. In such services, it is desired to prevent users
from reporting a fake location [2].

�ere are two direct ways by which services gain the location
of the user. One is by asking the user app to �nd and send back
the location, typically using GPS. �e other is by inferring the user
location from the source IP of the network connection.

GPS locations are quite accurate (the typical error is of several
meters), but they have two drawbacks. One is that GPS is not
always available. GPS reception can be limited inside buildings,
and o�en the GPS receiver is disabled to save the ba�ery power
of the device. Another limitation is that GPS can be spoofed,2 and
users can easily cause their device to report a fake location or rely
on such [12]. Extracting a location from the source IP address of
the TCP/IP connection is problematic for two main reasons. First it
is inaccurate, in comparison to GPS locations. Second, it may not
re�ect the location of the user, e.g., when changed by the NAT, the
server would see the modi�ed IP address and not the one of the
user device.

As an alternative method, we suggest a veri�ed source location
approach. In this approach, the access point, where the user device
accesses the network, would add to the �rst packet of the �ow,
or to all the packets, a geotag, which may include (1) its location,

1h�ps://support.foursquare.com/hc/en-us/articles/201065220-Mayorships
2h�ps://play.google.com/store/apps/details?id=com.lexa.fakegps

and (2) the reception strength (for mobile devices). Authentication
information, such as signing the data using a private key, can be
added to indicate the authenticity of the access point. �e geotag
can either be removed by the destination host, which could then
use the information, or by the last intermediate node before the
destination host, and the destination host could get the location
information from that intermediate node.

�is has several advantages over relying on IP in a naive way.
First, in the case of mobile devices, by including the reception
strength, the location of the user device could be estimated more
accurately by the service. Second, the location of the user could be
carried on to the destination even when changed by intermediate
nodes like the NAT, because it is part of the payload. �ird, by
cryptographically signing the location, servers could rely on the
provided information, and the system would be less vulnerable
to spoo�ng. �is approach could facilitate the implementation of
location proofs [10] and location corroborations [4].

4.2 Time Veri�cation
Time veri�cation is similar to location veri�cation. Some services
may depend on the time at the location from which the service is
requested. For example, a conference management system may let
users submit a paper till 11:59 PM at the local time of the submi�ing
user. A request for tender may work the same way. As with GPS,
it is easy to change the time zone of the client device. But if the
access point (e.g., the WiFi access point or the cellular antenna)
would add a cryptographically signed time information to packets,
servers could use that and rely on the reported time.

4.3 Detect/Monitor Movement of Devices
�e Internet of �ings (IoT) is expected to revolutionize many
areas, including transportation and domestic services, having cars
talking to one another, domestic appliances reporting their status
to various servers, and di�erent mobile devices, such as drones or
autonomous vacuum cleaners, remotely controlled. In the IoT, the
items (“things”) would talk to one another via the network. In the
era of IoT, it would be essential to reliably monitor the location of
items, even approximately. �e ability to add the location of the
access point to packets sent by entities on the IoT would provide
a reliable way to track their approximate location, even for items
that are not equipped with a GPS receiver. For example, a detection
of a movement of a lawn mower in the middle of the night would
send an alert to the owner. A company like Amazon may want to
have the capability to track its drones, e.g., as a backup in a case of
no GPS reception, or if the device get stolen.

4.4 Geofencing and Geoblocking
For security or privacy reasons, it may be needed to restrict routing
of particular �ows to bounded areas. Geographically-constrained
routing and geofencing are limitations on the routing of packets
based of geographic constraints. For example, some US agency may
want all the IP packets of its transmissions to go merely via routers
and switches that are located on American soil. In such a case, the
restriction would be encoded in the packet header, and the SDN
controller would instruct the routers not to forward packets with a
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restricting predicate to routers, switches and servers that do not
satisfy the predicate.

Geoblocking can be used for protecting copyrights and trans-
mission rights over the Web, e.g., a TV network that wants all
its broadcast to only be viewed from within the USA. Relying on
the source IP of the viewer does not prevent foreign users from
watching the content using a proxy with an American IP address.
But if the packets of the broadcast are tagged with a predicate that
does not permit forwarding them to routers, switches and servers
outside the US, bypassing the restriction would be much harder.

4.5 Depicting the Geography of Flows
O�en, it is required to understand geographic e�ects on the net-
work. For example, how do a storm in New Jersey, a freeze in
Nebraska or a �ood in Louisiana a�ect the network tra�c? When
packets that travel from the west coast to the east coast can be
routed via routers in Dallas, Chicago or Kansas City, network op-
erators should be able to examine whether there is a geographical
in�uence on the latency or the bandwidth. �is may show the ef-
fect of the geography or the weather on network tra�c, and would
help to plan the network be�er. A holiday or some other event
could have a local e�ect on the network (e.g., greater usage during
the holiday, a smaller number of network engineers to cope with
service issues due a local event, etc.) �is can be used by operations
support systems.

Gathered spatio-temporal information about packets could be
used for analyzing geospatial behavior pa�erns, for improving the
network. For example, what is the level of network activity in
Manha�an at di�erent hours of the day, on di�erent days of the
week? What is the geographic distribution of the servers/devices
the hosts and devices in Manha�an interact with? Are the people
of Chicago connected more to services and people in the east coast
or in the west coast? Such information could help to con�gure
the network in the short term, e.g., deploying VNFs to cope with a
large local demand for network services, or on the long term, e.g.,
deploying more routers and communication lines in places where
they are needed.

To examine geographical in�uence on network tra�c, the SDN
controller can instruct the routers and the switches to geotag the
IP packets they route, and to send mirrored tagged packets to the
controller. �is will allow collecting information about the geo-
graphic route of packets. To prevent congestion or causing too
much load on the routers, the information can be added to only a
small percentage of the packets yielding a sample that would still
provide statistically useful geospatial information. By doing so, it
would be possible to collect information about paths of packets, and
analyze geographic e�ects on the tra�c �ow. �e lack of �exibility
makes it di�cult to do so in a traditional network.

4.6 IP Traceback
Tracing anonymous packet �ooding a�acks in the Internet back
towards their source can improve the resilience of the network [11].
�is can be facilitated by geotagging. By adding to packets their
provenance, i.e., their origin and travel history, the transparency of
the system would increase, providing more information to protect
the system from a�acks or from misconduct. �e SDN controller

would instruct routers and switches to geotag packets that are
somewhat suspicious, but are not suspicious enough to be dropped,
so that in a case of a revealed a�ack, it may be easier to trace it back
or conduct a postmortem analysis to understand be�er where the
packets were initially noticed by trusted network nodes, and when
that happened. �is may help improving the system’s capabilities
of defending itself.

5 CONCLUSION
Geotagging IP packets, by adding location and time to packets,
has many important applications. It can improve the way routing
is being done, strengthen the security of the network, support
geofencing, and so on. In this paper, we depict a way by which
geotagging of IP packets can be done �exibly and e�ectively by
using the capabilities of an SDN controller to add action rules to
routing tables of switches and routers, in real time. �e functionality
of adding tags or processing them can be supported by VNFs, which
can be deployed on commodity hardware, ad hoc, even for a short
time. �us, adding geotags can be adjustable and inexpensive.

Geotagged IP packets provide an opportunity to boost existing
services. �ey give rise to new research directions and raise impor-
tant questions. �is includes �nding new ways to use geotagged
packets, improving existing location-based services, and making
the geotagging process more e�cient. E�ectively using the geotags
in routers, switches and middleboxes, and combining geolocation
with routing protocols are challenging open research questions, for
both the SIGSPATIAL community and the networking community.
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