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ABSTRACT
Social media streams analysis can reveal the characteristics of peo-
ple who engage with or write about di�erent topics. Recent works
show that it is possible to reveal sensitive a�ributes (e.g., location,
gender, ethnicity, political views, etc.) of individuals by analyzing
their social media streams. Although, the prediction of a user’s
sensitive a�ributes can be used to enhance the user experience
in social media, revealing some a�ributes like the location could
represent a threat on individuals. Users can obfuscate their location
by posting about random topics linked to di�erent locations. How-
ever, posting about random and sometimes contradictory topics
that are not aligned with a user’s online persona and posts could
negatively a�ect the followers interested in her pro�le. �is paper
represents our vision about the future of user privacy on social
media. Users can locally deploy a cyborg, an arti�cial intelligent
system that helps people to defend their privacy on social media.
We propose LocBorg, a location privacy preserving cyborg that
protects users by obfuscating their location while maintaining their
online persona. LocBorg analyzes the social media streams and
recommends topics to write about that are similar to a user’s topics
of interest and aligned with the user’s online persona but linked to
other locations.
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1 INTRODUCTION
Social Media, such as Twi�er, Facebook, and Instagram, are preva-
lent and pervasively re�ect everyday activity, communication, inter-
action, and socializing. Social media users develop on-line persona
that re�ect their overall interests, activism, and diverse orientations.
Many such users have numerous followers that are interested in
their postings which re�ect this speci�c persona. However, due
to the rise of machine learning and deep learning techniques, it is
possible to accurately and automatically predict an individual user’s
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Figure 1: LocBorg continuously analyzes twitter stream and
recommend topics to tweet about in order to obfuscate user
location.

sensitive a�ributes (e.g., location, sexual orientation, political views,
ethnicity, age, etc) based on their posts, likes, and interactions on
social network platforms [17, 22, 29]. Facebook likes analysis was
able to distinguish between Democrats and Republicans with 85%
accuracy [17]. Also, it is possible to predict an individual user’s lo-
cation solely using content-based analysis of the user’s posts [6, 7].
�ese sensitive a�ributes determine a user’s online persona1 and
can be used to be�er serve personalized trending topics, suggest
pages to like, accounts to follow, notify users about hyper-local
events, and signi�cantly enhance interest-based marketing and
directed advertising campaigns.

Although predicting a user’s sensitive a�ributes can be used to
enhance the user’s experience in social networks, revealing some
a�ributes like the location could represent a threat to individuals.
An oppressive government can use this location information to
arrest or minimally harass political activists. As TechCrunch previ-
ously reported [1], Geofeedia is one of a bevy of technologies used,
secretly, by police to monitor the locations of activists and the con-
tents of their online discussions. A #NoBanNoWall activist might
want to hide her location from the police while continuing to post
about topics speci�cally related to her political movement. A user
can try to hide their location by disabling the geo-tagging feature
of their posts and hiding the IP address using an IP obfuscation
browser like Tor [2]. However, content-based location prediction
models can successfully and accurately predict a user location only
based on the content of their posts. A user who frequently posts
about topics that discuss rent control of New York city apartments
is most probably a resident of New York city.

In this paper we present our vision for the future of user privacy
on social media. To defend themselves agaist the large social media
providers, with their large computational resources and analytical
powers, users too need strong so�ware systems that help them
protect their own concerns. We therefore envision that users can
locally deploy a cyborg, which is an arti�cial intelligent so�ware

1persona for short.
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system that helps people defend their privacy on social media. Here
we propose our vision for LocBorg, a location hiding cyborg that
helps social network users achieve location privacy while preserv-
ing their persona. As shown in Figure 1, LocBorg is deployed locally
at a user’s trusted machine and does not require any central service
deployment or coordination between di�erent cyborg instances.
LocBorg continuously analyzes social network streams and sug-
gests topics of similar interest to the user but linked to di�erent
locations. In addition to their own speci�c postings, a user writes
obfuscating posts about these di�erent topics to hide their speci�c
location among other users of similar personas but in di�erent
locations. �is is represented by the dark gray arrows in Figure 2.
A #NoBanNoWall activist can hide her location by writing posts
about the #NoBanNoWall protests linked to di�erent locations while
maintaining her persona.

Hiding the location of individuals who use Location-Based Ser-
vices (LBS) has been addressed by many research e�orts. Gong et.
al [13] use collaborative pseudonyms where di�erent users collabo-
rate and synchronously change their identities to hide an individ-
ual’s exact locations. Brown et. al [5] depend on group collaboration
to also hide the location of an individual. However, these techniques
are prone to content-based a�acks and collaboration between users
might not be applicable in the social network context.

Mokbel et. al [21] use location generalization and k-anonymity [23,
25] to obfuscate the exact location of an LBS query. Location gen-
eralization typically takes a location query and generalizes it to a
range query, which contains a superset of the results of the obfus-
cated query. A query that asks ”what is the nearest gas station to
me?” can be answered by sending a generalized query ”List all the
gas stations in area A that includes my location”. �is approach is
oriented towards location based services and can easily be imple-
mented using spatial indexes (e.g. R-Trees). �e black and the gray
rectangles in Figure 2 are examples of this approach. �e larger the
generalization box, the more location privacy is achieved, and the
more communication and processing overhead added.

Figure 2: �e black and the gray boxes uniformly general-
ize the exact location within small and large surrounding
areas respectively. �e dark gray arrows generalize the lo-
cation among other locations that have users of similar per-
sona. People with similar persona are represented by the
same color.

Location generalization is quite appropriate for LBS that use
spatial indexes. However, applying this same approach to obfuscate

social media user locations might be persona unfriendly, especially
if applied uniformaly. A user who posts about topics that are linked
to her generalized location but not aligned with her persona might
not be able to maintain her online persona, and thus lose interest
from social media followers. Location generalization introduces a
trade-o� between location privacy and persona utility and might
suggest that a #NoBanNoWall activist post about #Build�eWall if
#Build�eWall is one of the trending topics within the uniformly
generalized location of this activist. LocBorg is radically di�erent
from prior LBS privacy preserving approaches, and is speci�cally
designed for hiding location in social media, while preserving a
user’s online persona. LocBorg generalizes a user location between
other locations that have people of similar persona to the user.
As shown in Figure 2, people of similar persona are represented
using the same color and LocBorg’s generalization is shown using
the dark gray arrows (the location of #NoBanNoWall activists in
California represented by the gray color is generalized among other
locations that have #NoBanNoWall activists). We envision LocBorg
to achieve the following goals:

• LocBorg is user centric. It is designed to preserve the user’s
location while maintaining their persona.

• LocBorg hides a user location against powerful a�ackers
(e.g. the social network service provider).

• �e user should have control over the location privacy
granularity that needs to be achieved.

2 RELATEDWORK
Location information not only represents an individual’s physical
location but also discloses their habits, lifestyle, and maybe per-
sonal secrets. �erefore, location privacy has been the focus of a
large body of research including publishing a dataset with loca-
tion information and providing privacy-preserving location based
services.

A well-known privacy model, k-anonymity [23, 25, 26], and its
successors l-diversity [20] and t-closeness [18] aim to hide location
information among a set of indistinguishable locations with dif-
ferent adversarial models. Although these techniques have been
applied in many cases, if these locations are not equally likely to be
the real location, an a�acker might be able to infer the real location,
which will obviously violate location privacy. In the context of LBS,
Kido et al. [16] and Shankar et al. [24] use similar approaches to
hide the exact location information of the user by sending k − 1
other fake location queries/points. Another approach built on top
of k-anonymity is the cloaking approach which expands the region
centered at the user’s exact location until it covers k − 1 other loca-
tions/users [4, 8, 21, 27]. Such techniques might lead an adversary
to gain more information about the exact location of an individual
with high con�dence by observing a continuous stream of post
publications in social media. Di�erential privacy [9] is another
privacy notion that has been used in the context of location pri-
vacy [3, 15, 19]. It ensures that the removal or addition of a single
record does not signi�cantly a�ect the outcome of any analysis.
It adds controlled noise to the location information. In this way,
the a�acker cannot infer the exact location of an individual but an
obfuscated location. Similar to the anonymity based solutions, the
obfuscated location might still not be hidden in a stream. Recall
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that such services still want to achieve some level of location utility
since LBS relies on this information and highly obfuscated versions
of the exact location would make service totally useless. �is limits
earlier e�orts to achieve the privacy level that we want to achieve
in the context of social media.

Social networks have unique data model characteristics, where
the data is a stream of posts. Handling such information poses its
own challenges since the a�acker can have access to many posts,
which collectively might reveal sensitive information about the
users. Dwork et al. [10] propose privacy preserving algorithms,
called pan-private, for streaming data. However, the main focus of
these algorithms is to deal with a�acks where the a�acker might
be in control of the machine where the algorithm is running but
does not have access to the stream, while in our case the a�acker
has access to every public social post.

In the context of social networks, the earlier works focus on in-
formation inference due to the structure of social networks. In [29],
Zhelava and Getoor a�empt to infer private sensitive a�ributes
using public and private user pro�les. However, the authors do
not provide any solution to prevent such inference a�acks. Later,
Yakout et al. [28] proposed a system called Privometer, which mea-
sures how much privacy leaks from certain user actions (or from
their friends’ actions) and creates a set of suggestions that could
reduce the risk of a sensitive a�ribute being successfully inferred.
Similar to the Privometer, [14] proposes sanitation techniques to
the structure of the social graph by introducing noise, and obfus-
cating edges in the social graphs to prevent sensitive information
inference. In a recent work, Georgiou et al. [11] studies the infer-
ence of sensitive a�ributes in the presence of community-aware
trending topic reports. An a�acker can increase their inference
con�dence by consuming these reports and the corresponding com-
munity characteristics of the involved users. �is work provides
a substantial motivation for the need for the solution proposed in
this paper.

3 LOCBORG DESIGN RATIONAL
Our proposed approach, LocBorg, applies the following steps to
hide user location while maintaining on-line persona (see Figure 1):

(0) LocBorg continuously analyzes the global social media
stream to detect topics of similar persona to the user.

(1) When a user posts, LocBorg queues and analyzes all at-
tributes and locations that can be inferred from this post.

(2) LocBorg suggests other topics to write about that are simi-
lar to the original post but associated to other locations.

(3) �e user is requested to write about some of the suggested
topics and LocBorg queues all the wri�en posts.

(4) LocBorg publishes the daily queued posts over a day period
but at uniformly random chosen intervals.

�ree fundamental questions need to be answered:”how does
LocBorg identify similar topics to suggest?”, ”why does LocBorg queue
the posts?”, and ”how does LocBorg choose the locations of the similar
topics?”. We address these speci�c questions next.

Similar topic identi�cation: Users who post about a topic
de�ne a multivariate vector of demographics and user a�ributes.
�is vector can de�ne a community if most of the users who focus
on this topic belong to one community (e.g. #FreeJustina was mainly

mentioned by female democratic activists who live in Boston, MA).
In [12], Georgiou et al. propose a linear scaling algorithm to extract
the topics of interest to focused communities. Using the same
algorithm, LocBorg uses cosine similarity between a�ribute vectors
to extract the topics of focused communities similar to the user’s
community but associated to other locations. LocBorg suggests the
extracted topics to the user to post about. An alternative is that
LocBorg suggests topics similar in the demographics and the user
a�ributes to the topic that the user is currently posting about.

Timing attack: if LocBorg allows the user to immediately pub-
lish her post p followed by a set of posts, p1,p2, ..,pk , to obfuscate
the location of p, an a�acker can observe the publishing pa�ern and
cluster the posts into original posts and obfuscation posts. If the
a�acker can distinguish between the original and the obfuscation
posts, the location of the user can easily be inferred by performing
location analysis only over the original posts. To overcome the
timing a�ack, LocBorg daily queues all the original and the obfus-
cation posts and randomly picks a post to publish throughout the
day. �is prevents an a�acker from distinguishing between original
and obfuscation posts and hence prevents timing a�acks.

Statistical attack: assume the user lives in location L and most
of her posts are linked to this location. If LocBorg independently
obfuscates the location of each post using a set of similar topics
associated with a randomly chosen set of locations (as in Figure 2) ,
an a�acker can infer location L using a statistical a�ack. Figure 3a
shows an example of three posts T1,T2, and T3 linked to location L
where T1 is obfuscated using topics linked to locations L4,L5, and
L6, T2 is obfuscated using topics linked to locations L1,L2, and L3,
and T3 is obfuscated using topics linked to locations L7,L8, and L9.
An a�acker who analyzes the user’s post stream can infer the user’s
location L. As L is a common location for most of the original posts
and each original post is obfuscated using a set of posts linked to a
randomly chosen set of locations, an aggregate location analysis
will report L to be the user’s location with a signi�cantly higher
con�dence than other locations. �is happens because L has much
higher frequency than the other randomly chosen location. �is
a�ack is illustrated using Figure 3b.

To overcome this statistical a�ack, LocBorg uses a �xed set
of obfuscation locations L1,L2, ...Lk to obfuscate a user’s location
L as shown in Figure 3c. For every post T linked to location L,
LocBorg suggests at least k topics, one from each of L’s obfus-
cation locations, to write about. Using a �xed set of locations to
obfuscate the user’s location allows LocBorg to achieve k-location-
indistinguishability. Figure 4 shows an example where users
from California are obfuscated with users with similar persona
in three other states: Montana, Texas and Illinois. k-location-
indistinguishability means that an a�acker who runs an aggregate
location analysis on the user’s whole post stream should not be
able to distinguish the user’s location among a set of k locations.
�e a�acker’s con�dence about the k di�erent locations should
be almost uniform and hence the user’s location is hidden among
the set of k locations. �e a�acker’s con�dence about the user’s
location is shown in Figure 3d where 4-location-indistinguishability
is achieved.
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(a) (b) (c) (d)
Figure 3: Obfuscating the location of each post among an independent set of locations, Figures (3a and 3b), vs. obfuscating the
location of all the posts among a �xed set of locations, Figures (3c and 3d).

Figure 4: k-location-indistinguishability

4 CONCLUSION
We envision that social media users will deploy a cyborg to help
them in their online privacy ba�les. In this paper, we presented
LocBorg, a vision for a location hiding cyborg. LocBorg is locally
deployed on a user’s machine and does not require any user group
collaboration or any central service deployment. LocBorg hides a
social media user’s location while maintaining their on-line per-
sona. It continuously analyzes the social media streams and for
every user’s post, it suggests a set of topics aligned with the user’s
persona but associated with other locations to post about in order
to obfuscate the user’s location. LocBorg is designed to protect a
user against timing a�acks. In addition, to hiding a user’s location
against statistical a�acks, LocBorg uses a �xed set of locations to
obfuscate the user’s location. Using a �xed set of locations achieves
k-location-indistinguishability.
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